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Some failures of understanding in AI systems:  



https://www.theguardian.com/technology/2017/aug/30/self-driving-
cars-hackers-security







Have Large Language Models (LLMs) achieved richer 

humanlike understanding than previous AI systems? 
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text, given enough data and computational resources, could 
understand natural language in some non-trivial sense.
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1. Chat with them (“Turing test”)
—But subject to Eliza effect! 

2. Test them on “natural language understanding” benchmarks

3. Give them standardized tests

4. Give them tasks to do that would require understanding

How to evaluate understanding in LLMs? 
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But how robust is their physical “understanding”?
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A task requiring strategic social manipulation



From https://cdn.openai.com/papers/gpt-4-system-card.pdf



https://aiguide.substack.com/p/did-gpt-4-hire-and-then-lie-to-a
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Summary: 
Evaluation of AI System’s intelligence 

and “understanding” is tricky!

To understand their true capabilities: 

• Need to know what is in the training data

• Need details on how systems were tested

• Need to test systematically on variations of 

tasks, not just a single instance
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Our key questions

1. Is talking of understanding in such systems simply a category 

error, mistaking associations between language tokens for 

associations between tokens and physical, social, or mental 

experience? 

2. Do these systems (or will their near-term successors) actually, 

even in the absence of physical experience, create something like 

the rich concept-based mental models that are central to human 

understanding, and, if so, will scaling these models create ever 

better concepts? 



Our key questions

3. If these systems do not create such concepts, can their 

unimaginably large systems of statistical correlations produce 

abilities that are functionally equivalent to human understanding, 

or enable new understanding that humans are incapable of 

accessing?



Human concepts: 

Mental models of categories, situations, events, and one’s own “self” 

and  internal state.
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On top of the world

On top of one’s work

On top of one’s game

At the top of the hour

At the top of one’s voice

On top of a social hierarchy 

Concepts can be flexibly abstracted to new situations, 
via analogy and metaphor



A concept is “a competence or disposition for generating infinite 
conceptualizations of a category.”

—L. Barsalou, Challenges and Opportunities for Grounding 
Cognition





Abstraction and Reasoning 
Corpus (ARC)





ARC domain is inspired by idea of “core knowledge systems”

(Spelke et al., 1990s)

• Objects

• Space & geometry

• Numbers & numerosity

• Agents & actions



Chollet created 
1,000 tasks

800 were published

200 held out as 
“hidden” test set





Chollet created 
1,000 tasks

800 were published

200 held out as 
“hidden” test set





Winning program: ~20% accuracy on 
test set 
(with three guesses per task)

Ensemble of top 2 programs: ~31% 
accuracy



https://lab42.global/arcathon/





Problems with original ARC tasks
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• Many are too hard for humans!

• Doesn’t systematically test understanding of concepts

Problems with original ARC tasks



We created new variations on ARC tasks for each of 16 concepts.  

For each concept, the tasks varied in complexity and degree of abstraction

Examples: 
Center
Inside / Outside
Same / Different
Top / Bottom

Concept-based (easier) ARC tasks
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?

Kaggle winning program: Incorrect

Humans: 100%

Task Demonstration Test Input



Testing GPT-4 on ARC tasks
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abc abd
ppqqrrss ?

abcd dcba
srqp ?

axxd abcd
xqxxx ?

Letter-String Analogies
(Hofstadter and Mitchell, 1995)

• Idealized “situations”, with 
objects, relations, groups, 
actions, events

• Meant to be a tool for 
exploring general issues of 
abstraction and analogy-
making



1995
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• Gilbert & Sigman (2007):  “V1 and V2 may work as ‘active blackboards’ that 

integrate and sustain the result of computations performed in higher areas.”

• Kahneman, Triesman, and Gibbs (1992):  Notion of  “object files”:  temporary 

and modifiable perceptual structures, created on the fly in working memory, which 

interact with longer-term memory. 

Inspiration from neuroscience / psychophysics / psychology
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• Mandler (1992): Continual interaction between perception and concepts: “The 

perceptual system provides the information that gets interpreted conceptually, and 

the conceptual system often determines what gets perceptually processed.”

• Ullman, Visual Routines (1984,1996): Visual perception and organization “is 

achieved by the application of so-called ‘visual routines’ to the early visual 

representations.  These visual routines are efficient sequences of basic operations 

that are ‘wired into’ the visual system.  Routines for different properties and 

relations are then composed from the same set of basic operations, using different 

sequences….New routines can be assembled to meet newly specified processing 

goals.”
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which perceptual structures such as object files are created via moment-to-moment 

composition of visual routines.    



Summary

Perception continually interacts with concepts via an “active blackboard” on 

which perceptual structures such as object files are created via moment-to-moment 

composition of visual routines.    

The dynamics is an emergent shift between parallel, random, “pre-attentive” 

bottom-up processing and more deterministic, focused, serial, “attentive” top-

down processing. 
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Workspace

a b c a  b  d
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Temperature

Perceptual agents (codelets)

Concept network

Copycat Architecture

(Mitchell & Hofstadter, 1995, “The 
Copycat project: A model of mental 

fluidity and analogy-making”)



Copycat (Metacat) demo


